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Abstract—The Fourier transform data communication system is a realization of frequency-division multiplexing (FDM) in which discrete Fourier transforms are computed as part of the modulation and demodulation processes. In addition to eliminating the banks of subcarrier oscillators and coherent demodulators usually required in FDM systems, a completely digital implementation can be built around a special-purpose computer performing the fast Fourier transform. In this paper, the system is described and the effects of linear channel distortion are investigated. Signal design criteria and equalization algorithms are derived and explained. A differential phase modulation scheme is presented that obviates any equalization.

I. INTRODUCTION

Data are usually sent as a serial pulse train, but there has long been interest in frequency-division multiplexing with overlapping subchannels as a means of avoiding equalization, combating impulsive noise, and making fuller use of the available bandwidth. These “parallel data” systems, in which each member of a sequence of $N$ digits modulates a subcarrier, have been studied in [2] and [4]. Multitone systems are widely used and have proved to be effective in [3], [8], and [9]. Fig. 1 compares the transmissions of a serial and a parallel system.

For a large number of channels, the arrays of sinusoidal generators and coherent demodulators required in parallel systems become unreasonably expensive and complex. However, it can be shown [1] that a multitone data signal is effectively the Fourier transform of the original serial data train, and that the bank of coherent demodulators is effectively an inverse Fourier transform generator. This point of view suggests a completely digital modem built around a special-purpose computer performing the fast Fourier transform (FFT). Fourier transform techniques, although not necessarily the signal format described in this paper, have been incorporated into several military data communication systems [5], [6].

Because each subchannel covers only a small fraction of the original bandwidth, equalization is potentially simpler than for a serial system. In particular, for very narrow subchannels, soundings made at the centers of the subchannels may be used in simple transformations of the receiver output data to produce excellent estimates of the original data. Further, a simple equalization algorithm will minimize mean-square distortion on each subchannel, and differential encoding of the original data may make it possible to avoid equalization altogether.

II. FREQUENCY-DIVISION MULTIPLEXING AS A DISCRETE TRANSFORMATION

Consider a data sequence $(d_0, d_1, \cdots, d_{n-1})$, where each $d_k$ is a complex number $d_k = a_k + jb_k$.

If a discrete Fourier transform (DFT) is performed on the vector $(2d_k)_{k=0}^{N-1}$, the result is a vector $S = (S_0, S_1, \cdots, S_{N-1})$ of $N$ complex numbers, with

$$ S_m = \sum_{n=0}^{N-1} 2d_n e^{-i2\pi mn/N} = 2 \sum_{n=0}^{N-1} d_n e^{-i2\pi fna_n}, $$

$$ m = 0, 1, \cdots, N - 1, $$

where

$$ f_n = \frac{n}{N \Delta t}, $$

$$ a_n, b_n \in \mathbb{R}, $$

$$ \Delta t \text{ is the sampling interval}. $$
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\[ t_n = m \Delta t \quad (3) \]

and \( \Delta t \) is an arbitrarily chosen interval. The real part of the vector \( S \) has components

\[ Y_m = 2 \sum_{n=0}^{N-1} (a_n \cos 2\pi f_n t_m + b_n \sin 2\pi f_n t_m), \quad m = 0, 1, \ldots, N - 1. \quad (4) \]

If these components are applied to a low-pass filter at time intervals \( \Delta t \), a signal is obtained that closely approximates the frequency-division multiplexed signal

\[ y(t) = 2 \sum_{n=0}^{N-1} (a_n \cos 2\pi f_n t + b_n \sin 2\pi f_n t), \quad 0 \leq t \leq N \Delta t. \quad (5) \]

A block diagram of the communication system in which \( y(t) \) is the transmitted signal appears in Fig. 2.

Demodulation at the receiver is carried out via a discrete Fourier transformation of a vector of samples of the received signal. Because only the real part of the Fourier transform has been transmitted, it is necessary to sample twice as fast as expected, i.e., at intervals \( \Delta t/2 \).

When there is no channel distortion, the receiver DFT operates on the \( 2N \) samples

\[ Y_k = y(k \Delta t/2) = 2 \sum_{n=0}^{N-1} \left( a_n \cos \frac{2\pi nk}{2N} + b_n \sin \frac{2\pi nk}{2N} \right), \quad K = 0, 1, \ldots, 2N - 1, \quad (6) \]

where definitions (2) and (3) have been substituted into (4). The DFT yields

\[ z_l = \frac{1}{2N} \sum_{k=0}^{2N-1} Y_k e^{-j \left( \frac{2\pi klk}{2N} \right)} = \begin{cases} 2a_0, & l = 0 \\ a_l - jb_l, & l = 1, 2, \ldots, N - 1 \\ \text{irrelevant,} & l > N - 1, \end{cases} \quad (7) \]

where the equality

\[ \frac{1}{2N} \sum_{k=0}^{2N-1} e^{j \left( \frac{2\pi nk}{2N} \right)} = \begin{cases} 1, & m = 0, \pm 2N, \pm 4N, \ldots \\ 0, & \text{otherwise} \end{cases} \quad (8) \]

has been employed. The original data \( a_l \) and \( b_l \) are available (except for \( l = 0 \)) as the real and imaginary components, respectively, of \( z_l \), as indicated in Fig. 2. A synchronizing signal is required, but one or several channels of the transmitted signal can readily be utilized for this purpose.

Because the sinusoidal components of the parallel data signal \( y(t) \) are truncated in time, the power density spectrum of \( y(t) \) consists of \( \sin(f) / f \)-shaped spectra, as sketched in Fig. 3. Nevertheless, the data on the different subchannels can be completely separated by the DFT operation of (7). This will not be exactly true when linear channel distortion affects the received signal, but it will be shown later that a modest reduction in transmission rate eliminates most interferences.

\[ r(t) = y(t) * h(t), \quad (9) \]

where the asterisk denotes convolution. This waveform is a collection of truncated sinusoids modified by a linear filter. If the sinusoid \( \cos 2\pi f_n t \) were not truncated, then the result of passing it through a channel with transfer function \( H(f) \) would be \( H_n \cos(2\pi f_n t + \phi_n) \), where

\[ H_n = |H(f_n)| \quad \phi_n = \tan^{-1} \left( \frac{\Im H(f_n)}{\Re H(f_n)} \right). \quad (10) \]

The sinusoids in the transmitted signal \( y(t) \) [see (5)] are truncated to the interval \( 0, N\Delta t \), so that the \( n \)th subchannel must accommodate a \( \sin N\pi(f - f_n)\Delta t \).

---

**Fig. 2.** Fourier transform communication system in absence of channel distortion.

**Fig. 3.** Power density spectra of subchannel components of \( y(t) \).

**III. EQUALIZATION BY USE OF CHANNEL SOUNDINGS**

Except for the added linear channel distortion and final equalizer, the Fourier transform data communication system shown in Fig. 4 is identical to that of Fig. 2. Ideally, the discrete Fourier transformation in the receiver should be replaced by another linear transformation, derived in [1], which minimizes the error in the receiver output. However, it is preferable, if possible, to retain the DFT with its "fast" implementations and carry out suboptimal but adequate correctional transformations at the receiver output. The system of Fig. 4 performs this approximate equalization.

Consider the waveform at the receiver input,

\[ r(t) = y(t) * h(t), \quad (9) \]

where the asterisk denotes convolution. This waveform is a collection of truncated sinusoids modified by a linear filter. If the sinusoid \( \cos 2\pi f_n t \) were not truncated, then the result of passing it through a channel with transfer function \( H(f) \) would be \( H_n \cos(2\pi f_n t + \phi_n) \), where

\[ H_n = |H(f_n)| \quad \phi_n = \tan^{-1} \left( \frac{\Im H(f_n)}{\Re H(f_n)} \right). \quad (10) \]

The sinusoids in the transmitted signal \( y(t) \) [see (5)] are truncated to the interval \( 0, N\Delta t \), so that the \( n \)th subchannel must accommodate a \( \sin N\pi(f - f_n)\Delta t \)/
Equations (13a–c) describe a $2 \times 2$ transformation to be performed on each of the DFT outputs $z_l, l = 1, 2, \cdots, N - 1$. For a reasonably large $N$ and a typical communication channel, the approximation of $H(f)$ by a constant over each subchannel, which leads to (13a–c), may be adequate. However, linear rather than constant approximations to the amplitude and phase of the channel transfer function as it affects each subchannel waveform are much closer to reality. The following section examines the consequences of these approximations. It is shown that the truncated subchannel sinusoids are delayed by differing amounts, and that distortion is concentrated at the on-off transitions of these waveforms. Further, the magnitude of the distortion is proportional to the abruptness of the transitions. Hence a “guard space,” consisting of a modest increase in the signal duration together with a smoothing of the on-off transitions, will eliminate most interference among channels and between adjacent transmission blocks. The individual channels can then be equalized in accord with (13a–c).

IV. APPROXIMATE ANALYSIS OF THE EFFECTS OF CHANNEL DISTORTION

The transmitted signal $y(t)$ as given by (5) exists only on the interval $(0, N\Delta t)$, so that each subchannel must, as noted earlier, accommodate a $\sin f/t$ type spectrum. As suggested in the last section, let this spectrum be narrowed by increasing the signal duration to some $T > N \Delta t$ and requiring gradual rather than abrupt roll-offs of the transmitted waveform. Specifically, the transmitted signal will be redefined as

$$y(t) = 2g_s(t) \sum_{n=0}^{N-1} [a_n \cos (2\pi f_n t) + b_n \sin (2\pi f_n t)],$$

where an appropriate $g_s(t)$ is

$$g_s(t) = \begin{cases} \frac{1}{1 + \cos \frac{\pi t}{2aT}}, & -2aT \leq t < 0 \\ 1, & 0 \leq t < T \\ \frac{1}{1 + \cos \frac{\pi t - T}{2aT}}, & T \leq t < (1 + 2a)T \\ 0, & \text{elsewhere}. \end{cases}$$

The “window function” $g_s(t)$ is sketched in Fig. 5.

When $y(t)$ is passed through the channel filter with impulse response $h(t)$, the received signal is

$$r(t) = \sum_{n=0}^{N-1} \{a_n [2h(t)g_s(t) \cos 2\pi f_n t]
+ b_n [2h(t)g_s(t) \sin 2\pi f_n t]\}$$

$$+ \sum_{n=0}^{N-1} \{a_n g_s(t) + b_n g_s(t)\}.$$
where

\[ q_{a}^{(n)}(t) = 2h(f) * g_{a}(t) \cos 2\pi f_{n} t \]
\[ q_{b}^{(n)}(t) = 2h(f) * g_{b}(t) \sin 2\pi f_{n} t. \]  

(17)

In Appendix I, linear approximations to the amplitude and phase of \( H(f) \) around \( f = \pm f_{n} \) result in the following approximate expression for \( q_{a}^{(n)}(t) \).

\[ q_{a}^{(n)}(t) \approx 2H_{a} \cos \{2\pi f_{n} t + \phi_{a} \} g_{a}(t - \beta_{a}) \]
\[ + \frac{\alpha_{a}}{\pi} \sin \{2\pi f_{n} t + \phi_{a} \} \frac{d}{dt} g_{a}(t - \beta_{a}), \]  

(18)

where \( (H_{a}, \phi_{a}) \) is the channel sounding at frequency \( f_{a} \), and \( \alpha_{a} \) and \( \beta_{a} \) are the slopes at \( f = f_{n} \) of the linear approximations to amplitude and phase of \( H(f) \), as shown in Fig. 6. A similar expression results for \( q_{b}^{(n)}(t) \).

The first term on the right-hand side of (18) is the \( n \)th cosine element in the transmitted signal (14), except that it is modified by a channel sounding \( (H_{a}, \phi_{a}) \) and subjected to an envelope delay \( \beta_{a} \). Interblock interference can result if a delayed sinusoid from a previous block impinges on the current sampling period. The second term is distortion arising from the amplitude variations of \( H(f) \), and it is a potential source of interchannel interference. Suppose, however, that \( T \) is large enough so that

\[ T > (2N - 1) \frac{\Delta t}{2} + \max_{a} (\beta_{a} - \min_{a} (\beta_{a})), \]  

(19)

as pictured in Fig. 7. Then for all \( n \) there exists a time \( t_{0} > \max_{a} \beta_{a} \) such that

\[ \frac{d}{dt} g_{a}(t - \beta_{a}) = 0, \quad t_{0} \leq t \leq (2N - 1) \frac{\Delta t}{2} + t_{0}. \]  

(20)

Fig. 7 shows where the interval \((t_{0}, t_{0} + (2N - 1) (\Delta t/2))\) is located with respect to the minimum and maximum values of the time shift \( \beta_{a} \). Thus,

\[ q_{a}^{(n)}(t) \approx 2H_{a} \cos \{2\pi f_{n} t + \phi_{a} \}, \]  

\[ t_{0} \leq t \leq t_{0} + \frac{(2N - 1) \Delta t}{2}. \]  

(21)

By a similar derivation,

\[ q_{b}^{(n)}(t) \approx 2H_{a} \sin \{2\pi f_{n} t + \phi_{a} \}, \]  

\[ t_{0} \leq t \leq t_{0} + \frac{(2N - 1) \Delta t}{2}. \]  

(22)

Therefore, substituting (21) and (22) into (16) (except for \( n = 0 \)),

\[ r(t) \approx 2 \sum_{n=1}^{N-1} H_{a}[a_{n} \cos \{2\pi f_{n} t + \phi_{a} \} + b_{n} \sin \{2\pi f_{n} t + \phi_{a} \}] \]
\[ + 2H_{a} a_{0}, \quad t_{0} \leq t \leq t_{0} + (2N - 1) \frac{\Delta t}{2}. \]  

(23)

Except for the shifted domain of definition, (23) is identical to (11), which led to (13) for retrieval of the data. It can be shown that initiating sampling of \( r(t) \) at \( t = t_{0} \) instead of at \( t = 0 \) is equivalent to incrementing each phase \( \phi_{i} \) by \( f_{i} t_{0} \) rad in the equalization equations (13).

Intuitively, \( r(t) \) reduces to (23) because linear distortion delays different spectral components by different amounts and responds to abrupt transitions with “ringing.” If the subchannel waveforms are examined during an interval when they are all present, and if all the on-off transitions lie well outside this interval, then the waveforms will look like the collection of sinusoids described by (5). The linear approximations to amplitude and phase of \( H(f) \) restrict the collection of sinusoids to those periods themselves. In practice, the ringing can be expected to die out very rapidly outside of the transition periods. This use of a guard space is a common technique, as, for example, described in [1].

V. Algorithm for Minimizing Mean-Square Distortion

Under the assumption supported by the results of the last section that interchannel interference is negligible, a simple algorithm can be devised for determination of the
parameters $\cos \phi_i/H_i$ and $\sin \phi_i/H_i$ on each channel, which minimize mean-square distortion when used in the transformation of (13a–c). Because of propagation delay and the presence of noise, these parameters may not exactly correspond to a sounding of the $i$th subcarrier channel. The use of an automatic equalization procedure based on the minimum mean-square distortion algorithm leads to accurate demodulation without having to make precise channel soundings. Further, the algorithm can work adaptively after an initial coarse adjustment.

The receiver produces estimates $\hat{a}_i$ and $\hat{b}_i$, according to the formulas

$$
\hat{a}_i = T_{1i} \Re Z_i + T_{2i} \Im Z_i
$$
$$
\hat{b}_i = T_{2i} \Re Z_i - T_{1i} \Im Z_i,
$$

which resemble (13a–c), except that the $T$ coefficients are to be chosen to minimize the estimation error.$^1$

Mean-square distortion is defined by

$$
\epsilon = E \sum_{i=1}^{N-1} [e_{ia}^2 + e_{ib}^2]
$$
$$
= E \sum_{i=1}^{N-1} [(T_{1i} \Re Z_i + T_{2i} \Im Z_i - a_i)^2
$$
$$+ (T_{1i} \Re Z_i - T_{1i} \Im Z_i - b_i)^2],
$$

where

$$
e_{ia} \triangleq \hat{a}_i - a_i,
$$
$$
e_{ib} \triangleq \hat{b}_i - b_i.
$$

It is shown in Appendix II that $\epsilon$ is a convex function of the vector $\hat{T}$, where

$$
\hat{T} = (T_{11}, T_{21}, T_{12}, T_{22}, \ldots, T_{1(n-1)}, T_{2(n-1)}).
$$

Thus a steepest descent algorithm is sure to converge to the vector $\hat{T}$, yielding the minimum mean-square distortion.

The $i$th components of the gradient of $\epsilon$ with respect to $\hat{T}$ are

$$
(\nabla \epsilon)_{1i} = \frac{\partial \epsilon}{\partial T_{1i}} = E[2e_{ia} \Re Z_i - 2e_{ib} \Im Z_i]
$$
$$
(\nabla \epsilon)_{2i} = \frac{\partial \epsilon}{\partial T_{2i}} = E[2e_{ia} \Im Z_i + 2e_{ib} \Re Z_i].
$$

The steepest descent algorithm makes changes at the end of each block transmission in a direction opposite to the gradient:

$$
\Delta T_{1i} = -k[e_{ia} \Re Z_i - e_{ib} \Im Z_i]
$$
$$
\Delta T_{2i} = -k[e_{ia} \Im Z_i + e_{ib} \Re Z_i],
$$

where $k$ controls the step size. A block diagram of the implementation of (30) is shown in Fig. 8. The initial value of $\hat{T}$ is probably best obtained from crude channel soundings, or specified as some “typical” vector quantity. It is expected that the first round of adjustments, made at the end of the first block transmission, will suffice to reduce the error to a low level, if it is not already low with the initial value of $\hat{T}$. At $\Delta t = 0.5$ ms, the length of one block before addition of a guard space will vary from about 8 ms (16 subchannels) to about 64 ms (128 subchannels). This block length, plus the guard space necessary to minimize interference, is a transmission delay that cannot be avoided.

The equalization algorithm given here only equalizes distortion due to cochannel interference (channels on the same frequency) and completely ignores interchannel interference. An unpublished analysis by the authors shows that for this equalizer, the interchannel interference becomes arbitrarily small as the number of subchannels increases. This is true even without any of the signal modification described in Section IV.

VI. TRANSMISSION WITHOUT EQUALIZATION

We have shown that for narrow subchannels the channel can be equalized by multiplying $z_i$, the receiver output for the $i$th subcarrier channel, by a number $w_i$ [see (13c)]. This is simply compensation for attenuation and phase shift in that particular subchannel. The interference among subchannels is made small by using a guard time and smooth transitions between blocks.

For binary transmission, the attenuation need not be compensated, and if differential phase transmission between subchannels is used, no phase equalization is needed. In order for this technique to work, the difference in phase of the transmission channel transfer function $H(f)$ between adjacent subchannels should be small. Assume this is the case and let

$$
d_n = (a_n - jb_n)d_{n-1},
$$

where $a_n$ and $b_n$ are binary information digits on the $n$th subchannel. For the first block transmission, $d_0$ is necessarily a fixed reference. At the output of the DFT in the receiver, form the product

$$
z_{e_{n-1}} = h_n d_n h_{n-1}^* d_{n-1}^* = (a_n - jb_n)[h_n]^2|d_{n-1}|^2
$$
$$+ (a_n - jb_n)h_n(h_{n-1}^* - k_n^*)|d_{n-1}|^2,
$$

$$n = 1, 2, \ldots, N - 1,
$$

where $h_n = H(f_n)$ is the complex channel transfer function at the center frequency of the $n$th subchannel. The last part of (31) is the information signal times an unknown amplitude term, plus an error term depending on $h_n - h_{n-1}$. For binary transmission, the information signal can be reliably recovered if the second term is less than half of the first term. This is equivalent to saying that the phase of $h$ does not change by more than
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30° between the centers of adjacent subchannels. Because \( a_n \) and \( b_n \) are binary, \( (a_n - j b_n) \) may be recovered by determining which quadrant of the complex plane contains \( z_n \), even though \( h_n \) is unknown.

For the second and all subsequent block transmissions, \( d_n \) can carry information by comparing it with \( d_n \) from the previous \( T \)-second transmission, i.e.,

\[
d_{n\text{ current}} = (a_n - j b_n)d_{n\text{ previous}}. \tag{32}
\]

**APPENDIX I**

**CONVEXITY OF MEAN-SQUARE ERROR**

The mean-square error has been defined as

\[
\epsilon(T) = E \sum_{k=1}^{N-1} \left( |T_{1k} \text{ Re } z_k + T_{2k} \text{ Im } z_k - a_k|^2 \right)
\]

where the vector \( T \) is defined as

\[
T = (T_{11}, T_{21}, T_{22}, \ldots, T_{1(N-1)}, T_{2(N-1)}) \tag{43}
\]

Taking a single term of the sum, we have

\[
T_{11}^2 \text{ Re } z_k^2 + T_{21}^2 \text{ Im } z_k^2 + 2 \text{ Re } T_{11} \text{ Im } z_k T_{21}
\]

\[
- 2a_k (T_{11} \text{ Re } z_k + T_{21} \text{ Im } z_k) + a_k^2 + T_{11}^2 \text{ Re } z_k^2
\]

\[
- 2b_k (T_{11} \text{ Re } z_k - T_{21} \text{ Im } z_k) + b_k^2,
\]

\[
= (T_{11}^2 + T_{21}^2) |z_k|^2 + 2T_{11} (b_k \text{ Im } z_k - a_k \text{ Re } z_k)
\]

\[
- 2T_{11} (a_k \text{ Im } z_k + b_k \text{ Re } z_k) + a_k^2 + b_k^2,
\]

\[
\text{Thus}
\]

\[
q_n^{(a)}(t) = \int_{-\infty}^{\infty} Q_n^{(a)}(f) e^{j2\pi ft} df
\]

\[
\leq \int_{-\infty}^{\infty} [H_n + \alpha_n(f - f_a)] e^{j(\phi_n - \beta_n(f - f_a))} G_n(f + f_a) df + \int_{-\infty}^{\infty} [H_n - \alpha_n(f + f_a)] e^{j(\phi_n + \beta_n(f + f_a))} G_n(f + f_a) df.
\]

After appropriate changes of variable, these Fourier transforms can be evaluated by recalling the following Fourier transform pairs

\[
x(t - t_0) \leftrightarrow e^{-j\pi t_0} X(f)
\]

\[
\frac{d}{dt} x(t - t_0) \leftrightarrow j2\pi f e^{-j\pi t_0} X(f).
\]

This approximation appears as (19) in the main body of this paper. A similar derivation yields an analogous approximation to \( q_n^{(b)}(t) \).
which is the sum of convex functions and is thus convex itself. Since $e(T)$ is the sum of convex functions, it too is convex.
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**Eye Pattern for the Binary Noncoherent Receiver**

**Abstract**—The assessment of imperfect channels in data transmission usually involves noise considerations. Channel imperfections are related to system performance by determining the increase in carrier-to-noise ratio required to maintain a fixed error rate. The impairment is determined by examining the "eye" pattern, which shows the effective reduction in signal amplitude caused by intersymbol interference.

This paper derives the eye function for the binary quadratic receiver. The binary instantaneous frequency discriminator, the differential phase shift receiver, and the noncoherent frequency-shift keying (FSK) receiver implemented using the difference of two envelopes are binary quadratic receivers.

The eye pattern is easily obtained by computing using the eye function.

**I. Introduction**

A USEFUL design method for determining the effect of channel distortions on a linearly modulated and demodulated signal is to use the eye-opening criterion, which basically determines the distance from the decision threshold for the worst data sequence. This distance allows the designer to determine the increase in carrier power necessary to correct for this distortion.

With the noncoherent quadratic receiver it is difficult to perform a comparable analysis. Thus, in the preliminary treatment of such systems it is common to assume that the noise power is that obtained through a filter with a bandwidth equal to the signaling speed, whereas the signal is undistorted. It is then necessary to determine the increase in carrier-to-noise $(C/N)$ ratio that would be necessary with the actual channel. To