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As CMOS scaling begins to reach its fundamental limits, micro-electro-mechanical (MEM) relays provide an attractive option for improvements in energy efficiency due to their low leakage and near ideal I-V characteristics. However, mechanical actuation of MEM relays introduces significantly more delay than traditional CMOS electrical delay. Circuit designers have mitigated this effect in relay based circuits by arranging for all mechanical actuations to happen simultaneously. However, the design of these customized circuit topologies requires significant time and effort. A general method for designing optimized relay circuits with any arbitrary logic function is presented. Optimizations are performed at the truth table and schematic level to reduce the number of devices needed in the design. These circuit techniques are implemented in a synthesis tool to automate the design process. The resulting circuits match custom designs in delay
and device count while minimizing the amount of design effort required by the user. The output circuits can easily be ported to commercial place and route tools creating a simple automated MEM relay circuit design flow.
CHAPTER I

Introduction

1.1 Overview of MEM Relays

In traditional CMOS circuit design, technology scaling has historically achieved significant gains in performance, cost, and energy efficiency. Recently however, threshold voltages have become fine tuned to the point where they balance leakage and switching currents. Further threshold voltage scaling would therefore increase the energy consumption per operation. Without the flexibility of threshold voltage scaling, continued scaling of the supply voltage causes a decrease in performance, spurring a trend toward parallel circuit designs.

However, this trend will not be effective indefinitely because CMOS transistor energy efficiency is inherently limited by its sub-threshold leakage. In sub-threshold operation, an increase in threshold voltage decreases leakage current by the same amount that it increases delay. Therefore regardless of how slowly a circuit is allowed to run, the energy per operation cannot decrease past a defined minimum level [1]. The solution to improving energy efficiency thus lies in finding a device with more ideal leakage characteristics [2].

Micro-electro-mechanical (MEM) relay devices offer an attractive solution with nearly ideal switching characteristics and much steeper sub-threshold slope than CMOS.
In fact, an on-to-off current ratio of ten orders of magnitude has been demonstrated as well as immeasurably low leakage currents [3]. These devices are mechanical switch circuits that operate through electrostatic actuation and which have similar circuit behavior as traditional CMOS transistors.

![Diagram of mechanical delays](image)

**Figure 1-1**: A MEM relay implementation of a 4-input AND function in (a) a design optimized for CMOS and (b) a design optimized for relays. The critical-path delay is marked at various nodes.

Although they have near ideal I-V characteristics, MEM relays suffer from a relatively slow mechanical delay compared to electrical switching delays of traditional CMOS circuits. Specifically, predictions about scaled relays fabricated with a 90nm
lithography process show delays to be in the 10’s of nanoseconds which contrasts with similarly scaled CMOS transistors with delays ranging from the 100’s of picoseconds to nanoseconds [4]. This drawback has been significantly mitigated by employing special design techniques to implement logic as large complex gates in order to minimize critical-path delay [5]. Figure 1-1 shows a comparison between a traditional CMOS based approach in (a) and these design techniques in (b) resulting in a critical-path reduction from four to one mechanical delay. The merits of MEM relays have been further demonstrated in a test chip confirming the merits of this design technique in reducing circuit delay on several important building blocks of VLSI digital systems such as logic, latches, memory, and I/O circuits. Analog and mixed signal devices have also been demonstrated in highly energy efficient DAC and ADC circuits [6]. The MEM relay technology for circuit design applications is still relatively young with devices demonstrated with sizes in the 10’s of microns [7]. However, scalable relay models have predicted that at the 90nm technology node, MEM relays can achieve energy-delay characteristics that are nearly an order of magnitude better than CMOS over a wide range of frequencies with only three times the area [4, 5].

1.2 Motivation for Synthesis

Currently, circuit designers use a completely custom approach when designing relay circuits in order to leverage the energy-efficiency benefits without incurring severe penalties in delay or area. This process requires significant time and effort and requires designers to become uniquely familiar with each type of logic circuit in order to
overcome the slow switching behavior of MEM relays. MEM relays also come in three different variations, including 4-terminal, 6-terminal, and seesaw type relays, which offer additional flexibility than CMOS counterparts and thus require more innovation to fully utilize. It is clear to see that the necessary design effort for relay circuit designers is substantial.

Thus far this custom strategy has been effective in generating optimized circuits for very small designs as discussed in [4-6], and which have been used to prove the potential for large-scale integration. In order to realize this potential however, much more design effort will be needed to increase the complexity and size of the circuits designed as well as develop relay optimized designs for all necessary components. The synthesis tool presents an alternative to custom design that significantly decreases this design effort while producing circuits that rival and potentially even surpass current customized circuits.

In order to produce circuits that are comparable to custom designed circuits, the synthesis tool focuses on two main design merits. First, the tool aims to create circuits with a single mechanical delay in the critical path between inputs and outputs. This matches the behavior of custom designed circuits. Second, the tool aims to minimize the number of relays needed to implement a design to ultimately minimize the area.

1.3 Thesis Outline

The remainder of the thesis is organized as follows. In Chapter 2, I discuss the fundamental structure and circuit behavior of the MEM relay as well as some previous
works. Chapter 3 presents a methodology for designing low delay relay circuits with arbitrary function. Chapter 4 presents an overview of the synthesis tool and the various optimization techniques used by it. Chapter 5 discusses the results of various circuits that have been synthesized by the tool. Finally, Chapter 6 concludes the thesis.
CHAPTER II

Structure and Operation of MEM Relays

2.1 Structure of MEM Relays

The MEM relay device consists of a movable poly-SiGe gate suspended over tungsten drain, source, and body terminals. When the voltage difference between the gate and body terminals, $|V_{gb}|$, is greater than a threshold pull-in voltage, $V_{pi}$, the electrostatic force between them pulls the gate towards the body. When in this actuated state, a conductive channel located under the gate terminal contacts both the source and drain terminals and causes a short between them. When the $|V_{gb}|$ is lowered below a threshold pull-out voltage, $V_{po}$, the electrostatic force weakens and four flexure springs return the gate to its original state causing an air gap between the channel and the drain and source terminals. In this state, the drain and source terminals are electrically isolated. Figure 2-1 shows an example of these states as well as a diagram and a scanning electron microscope (SEM) image of this 4-terminal device [4].

As understanding of the device fabrication process improved, additional variations on the original device were developed including a 6-terminal device and a seesaw device. Figure 2-2 shows a diagram and an SEM image of this 6-terminal device. This device differs from the standard 4-terminal variation in that it has an extra pair of source and drain terminals. When the gate is actuated, each pair is shorted by its
respective channel. Otherwise all source and drain terminals are electrically isolated. Figure 2-3 shows an example of the seesaw relay device. This device has two sets of drain, source, and body terminals and a single gate terminal. When no voltages are applied, the torsion beams on the poly-SiGe gate keep the gate suspended above both body terminals. For combinational logic, the body terminals are generally biased at opposite voltages, one at $V_{DD}$ and one at $Gnd$. As the gate terminal changes voltages, the electrostatic force will cause it to be pulled towards one of the two body terminals. The source and drain pair corresponding to this body terminal will be shorted while the other pair will be open. This gate structure actuates to each side like a seesaw, hence the name.

Figure 2-1: Diagram, operating states, and SEM image of standard 4-terminal relay device fabricated in a $1\mu$m lithography process.
A summary of the circuit behavior of each of the three variations of MEM relays is shown in Figure 2-4. First let us examine the 4-terminal relay. There are two possible
states of for this relay, *On* state and *Off* state. *On* state occurs when the gate and body terminals have opposite voltages and results in a short between the drain and source terminals. *Off* state occurs when the gate and body terminals have the same voltage and results in an open between the source and drain terminals. This behavior is very similar to traditional CMOS devices. In fact, by biasing the body terminal at *Gnd*, the device will be in the *On* state when the gate terminal has a high voltage, just like an NMOS device. Similarly, by biasing the body terminal at *V_{DD}* behavior similar to a PMOS device can be achieved. However, unlike CMOS devices, the body terminal is a completely independent terminal and is not limited to biasing at reference voltages. Custom designs have taken advantage of this effect and sometimes have signals connected to both gate and body terminals of a single relay device to create XOR-like functionality.

The 6-terminal relay is fairly similar to the standard 4-terminal relay. As shown in Figure 2-4, the only difference is that there are two pairs of drain and source terminals that are shorted or opened as the relay transitions between *On* and *Off* states. One thing to note is that the circuit diagram shown in the figure does not mirror the actual layout of the device in the location of the source and drain terminals. This symbol is the standard for portraying the 6-terminal relay and allows for simpler circuit diagrams. Like in the 4-terminal variation the body terminal is not limited to be biased at referenced voltages, but when it is the device exhibits similar behavior to its CMOS counterpart. For example, if the body terminal is tied to *Gnd* the device behaves similarly to two NMOS devices with their gates shorted.
The seesaw relay, with its seven independent terminals and two independent body terminals allows varied functionality in circuit design. Custom designers have taken advantage of this flexibility and used clever biasing of the body terminals to create state elements. For combinational logic, the two body terminals are generally biased at opposite voltages. In this situation, the gate will always be actuated towards one side causing two possible states as shown. In this configuration this device behaves similarly to the 6-terminal relay except that the drain-source pairs are shorted alternately instead of simultaneously.

<table>
<thead>
<tr>
<th>4-Terminal Relay</th>
<th>6-Terminal Relay</th>
<th>Seesaw Relay</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="4-Terminal Relay Diagram" /></td>
<td><img src="image2" alt="6-Terminal Relay Diagram" /></td>
<td><img src="image3" alt="Seesaw Relay Diagram" /></td>
</tr>
</tbody>
</table>

- **On State: G ≠ B**
  - 4-Terminal Relay
  - 6-Terminal Relay
  - Seesaw Relay

- **Off State: G = B**
  - 4-Terminal Relay
  - 6-Terminal Relay
  - Seesaw Relay

**State 1: G ≠ B₁**

**State 2: G ≠ B₂**

**Figure 2-4:** Summary of circuit behavior of the three MEM relay types.
With three different devices to choose from, each with many possible circuit configurations, a MEM relay circuit designer is faced with the challenging task of effectively utilizing each device to implement optimal designs without unnecessary extra relays. This requires significant design effort and generally leads to elegant, but unconventional designs. Another concern is circuit delay. At the device level the largest delay occurs when the device must change states. The circuit designer must balance these considerations to achieve a design with low area and delay.

Relay devices make excellent pass gates because of their ideal short and open behavior. Because signals are not degraded by $V_{th}$ at each successive device, large stacks can be built without buffers. As shown in Figure 2-5, when the body terminal of each type of device is connected to $V_{DD}$ or $Gnd$, they can be thought of as ideal pass gates between source and drain pairs with their passing behavior controlled entirely by their gates. The circuit design strategy presented in the subsequent chapters will utilize this pass-gate configuration. The abbreviated symbols shown in figure will be used to represent the full circuit symbol. The convention followed by the abbreviated symbols are that each circle represents a short between the drain and source pair when the gate is at $Gnd$. Each square represents a short when the gate is at $V_{DD}$. 
<table>
<thead>
<tr>
<th>Circuit Symbol</th>
<th>Abbreviated Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Circuit Symbol" /></td>
<td><img src="image2" alt="Abbreviated Symbol" /></td>
</tr>
<tr>
<td><img src="image3" alt="Circuit Symbol" /></td>
<td><img src="image4" alt="Abbreviated Symbol" /></td>
</tr>
<tr>
<td><img src="image5" alt="Circuit Symbol" /></td>
<td><img src="image6" alt="Abbreviated Symbol" /></td>
</tr>
<tr>
<td><img src="image7" alt="Circuit Symbol" /></td>
<td><img src="image8" alt="Abbreviated Symbol" /></td>
</tr>
</tbody>
</table>

Figure 2-5: Abbreviated symbols for common relay device configurations.
2.3 Current State of MEM Relay Technology

Fabricated MEM relay chips have demonstrated the functionality of a variety of different circuits including multiplier components, flips flops, ADC’s, DAC’s oscillators, RAM modules, adders, and power gating circuits [6]. Although the technology is relatively young, integrated relay circuits have been demonstrated using a 1µm lithography process. According to predictions based on a relay operational model, further scaling down to the 90nm technology node is expected to give MEM relays an order of magnitude better energy-delay characteristics over CMOS at the expense of only three times the area [4, 5].

Previously designed circuits have used a completely custom approach and have thus been limited to relatively small and simple designs. Currently, the largest demonstrated working circuit is a 7:3 compressor which was implemented in 90 relays [8]. Relay devices differ from CMOS devices in that there is a mechanical part that moves. In comparison with CMOS, this mechanical movement makes a single relay device significantly slower. Therefore the custom approach has been necessary in order to mitigate this effect through custom circuit topologies. Even with this slower operation, the predictions regarding energy-delay characteristics at 90nm technology still hold largely because of these relay optimized circuit topologies.

The eventual target of MEM relay devices is to implement large-scale integrated digital systems such as microcontrollers. In order to show an improvement over CMOS, relay technology must first overcome the hurdles of area, performance, and design effort. The proposed synthesis tool is the logical next step towards this eventual goal as it offers
a solution to each of these issues. By automating circuit design, less engineering effort will be needed to design larger, more complex circuits. Additionally by using a relay optimized circuit topology the slow actuation of relays can be mitigated. Finally, by optimizing for the number of devices needed to implement a given design, the issue of area can be systematically addressed.
CHAPTER III

Introduction to Relay Circuit Design

3.1 Discussion of Relay Design Topologies

As discussed in Chapter 2, a single MEM relay can behave similarly to an NMOS or PMOS transistor by having its body terminal biased appropriately. In the most basic case, this allows a relay implementation of any CMOS based circuit by a simple mapping of “NMOS” and “PMOS” style relays to their corresponding transistor counterparts as shown in Figure 3-1. The most commonly used CMOS design strategy is the standard-cell approach, where small simple gates such as NAND gates, NOR gates, and NOT gates are cascaded in multiple stages. Figure 3-2 shows one possible standard-cell based implementation of a 4-input AND function. This design can be realized with CMOS transistors as well as relays using a one to one mapping.

![Figure 3-1: Implementation of a NAND gate in CMOS and relays.](image-url)
The performance of a MEM relay device is dependent on both its mechanical delay and its electrical delay. The mechanical delay refers to the amount of time it takes for the gate to physically actuate when the appropriate signal is applied to it. The electrical delay refers to the time it takes for current to flow through the device and charge or discharge a corresponding node. This differs from CMOS transistors where only the electrical delay is important in determining device performance. As shown in [4] there is a large disparity of over two orders of magnitude between the mechanical delay and electrical delay of MEM relay circuits. Because of this, the overall delay of a relay based circuit is dominated by its total number of mechanical delays and the electrical delay can be ignored when determining circuit performance [9].

A relay based design of a 4-input AND function using the cell based method shown in Figure 3-2 would result in a design with four mechanical delays. Let us take the top branch to be the critical path. Assuming inputs A and B arrive at the same time, all four relays in gate 1 will actuate simultaneously and a resulting signal will propagate to node X after one mechanical delay. At this time, both relays in gate 2 will then actuate simultaneously and the signal will propagate to node Y after a total of two mechanical
delays. Each gate that is connected in series introduces an additional mechanical delay resulting in a total of 4 mechanical delays for the entire circuit.

Figure 3-3 shows an alternate relay based design for the 4-input AND function. Assuming all inputs arrive at the same time, all of the relays in the circuit will actuate simultaneously and the output will be determined after one mechanical delay. Additionally the alternate design requires only eight relays as opposed to 18 in the standard-cell approach. Therefore this design is better optimized for relay circuits. In fact, optimized relay based designs are designed so that all mechanical delays happen simultaneously in order to minimize overall delay. This circuit optimization is necessary to help mitigate the effect of the slow actuation time of MEM relays in comparison to CMOS.

![Figure 3-3: An optimized relay based implementation of a 4-input AND function.](image)

3.2 A Binary Tree Method for Designing Relay Circuits

Currently, design of optimized relay circuits has been accomplished via a custom approach, which requires much time and effort from circuit designers working at a very
low level of abstraction. Additionally, different circuit functionalities require unique topologies in order to achieve low delays. This requires circuit designers to become thoroughly familiar with every type of circuit and invent unique design strategies to achieve low delays across various designs. This results in widely different styles of relay based circuits, which are often unable to share subcomponents and which require long development time. The solution to this problem is a general method to design relay circuits with low delay that can implement any arbitrary logic function.

Relay circuits with one mechanical delay can be achieved by following one simple design constraint. For a relay circuit used to implement a given logic function, no gate or body terminals can be connected to any nodes other than inputs to the logic function, $V_{DD}$, or Gnd. Therefore intermediate nodes, which are nodes that are not input signals to the circuit, can only be connected to relay source and drain terminals. For the 4-input AND function, the inputs are the signals A, B, C, and D. In the cell based design shown in Figure 3-2, the intermediate nodes X and Y are connected to the gates of several relays resulting in a design with four mechanical delays. However, the alternate implementation shown in Figure 3-3 had all gate terminals connected to A, B, C, or D and all body terminals connected to $V_{DD}$ or Gnd resulting in one mechanical delay. Another way to think about this constraint is to implement relay circuits as large complex gates rather than the cascade of smaller gates [5].
An arbitrary logic function can be implemented in a binary tree relay circuit that follows this design constraint as shown in Figure 3-4. This circuit has inputs $A$, $B$, and $C$ and output $Out$ with the function shown in the truth table. In this example, each $V_{DD}$ and $Gnd$ connection shown at the right of the figure corresponds to one row of the truth table. With any combination of input signals, only one of these eight $V_{DD}$ or $Gnd$ signals will propagate to the output node. For example, if input $C$ is 0, then $V_{DD}$ will propagate to

<table>
<thead>
<tr>
<th>Out</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
node $Y$ through device 3. If input $B$ is also 0, then this $V_{DD}$ will continue to propagate to node $X$ through device 2. Finally, if input $A$ is also 0, then the $V_{DD}$ signal will propagate to the output $Out$ node as a logic 1. Therefore if inputs $A$, $B$, and $C$ are all 0, then the output of the gate will be 1. If however, input $C$ is now changed to a logic 1, device 3 will turn off and the $V_{DD}$ signal will no longer propagate to node $Y$. Instead, device 4 will turn on and the $Gnd$ connection that is tied to it will propagate through nodes $Y$ and $X$ and finally to the output of the gate. Therefore input signals $A$, $B$, and $C$ corresponding to inputs 0, 0, and 1 respectively would result in an output of 0.

This example traced through the implementation and operation of the first two rows of the truth table. By connecting $V_{DD}$ and $Gnd$ signals to each device in the right column any output function based on these three inputs can be arbitrarily define. By extending the size of the binary tree, any output function based on any number of inputs can be defined. Since the gate terminal of every relay in the tree is tied to the input of the structure, all of the mechanical delays would occur simultaneously as the input signals arrive. This results in a single mechanical delay for the entire binary tree. In this structure, the number of relays through which a signal must propagate before reaching the output is equivalent to the number of inputs to the circuit. Therefore, as the number of inputs increases, the electrical delay of the circuit also increases. However, the stack size at which this electrical delay becomes significant is estimated to be around 200 as shown in [5] and is larger than is needed for any practical circuits. Therefore the binary tree method for designing relay circuits allows for the realization of any arbitrary logic function in a single mechanical delay.
4.1 Synthesis Overview

The proposed synthesis tool aims to decrease the development time of MEM relay circuits and systems by automating the design of low-delay relay circuits able to implement any arbitrary logic function. The binary tree based method described in Chapter 3 provides the basic framework to achieve this, but design area becomes a concern. This is because as the number of inputs $N$ to the design increases, the number of devices needed to implement the tree structure increases exponentially as $O(2^N)$. Specifically, it can be characterized by the following equation where $D$ is the number of devices and $N$ is the number of inputs:

$$D = 2^{N+1} - 2$$

Another concern is that each tree can only generate a single output bit. Most basic building blocks of digital systems, such as adder circuits, require multiple bit outputs and would require multiple trees to implement. It is clear to see that as the number of input and output bits scale up for more complex designs, the number of relays needed to implement the design quickly rises to unmanageable levels.

The synthesis algorithm uses the binary tree method described above in combination with various optimization techniques to minimize the number of relays
needed to implement each design. One way to do this is to recognize sections in the truth table where subsets of inputs yield the same result. Using a Karnaugh map based algorithm to simplify the truth table before generating the tree significantly decreases the device count. Another optimization is to recognize when certain sections of the tree generate the same logic and are thus redundant. In this case, a node sharing algorithm is used to find these instances and prune off the redundant sub-trees. This algorithm can be applied to sub-trees from different trees, further decreasing the device count across designs with multiple outputs. Finally, the tree structure of the relay circuits is highly compatible with using 6-terminal and seesaw relays, which can further decrease the device count of the design by approximately 50%. The following sections of this chapter cover these optimizations in further detail.

Currently the synthesis tool can automate the design of these tree based circuits as well as perform these optimization techniques resulting in circuits with device counts within two to three times that of custom designed circuits. It is not as powerful as commercial CMOS synthesis tools and the current version works best with smaller designs. The input to the synthesis flow is structural or behavioral verilog and the output is a relay level netlist in a structural verilog format. This can then be directly ported to conventional place and route tools. Figure 4-1 shows a high-level block diagram of the various steps and optimizations included in the overall synthesis flow.
4.2 The Karnaugh Map Optimization

At the truth table portion of the synthesis flow, the tool can run the Karnaugh Map optimization if specified by the user. This optimization will simplify the truth table and use a different algorithm to map this modified truth table to a relay tree implementation.
If the user does not choose to run this optimization, the standard binary tree implementation of the truth table will be used instead.

This algorithm will be illustrated in an example as shown in Figure 4-2. For this example I will again implement the arbitrary logic function that was shown in Chapter 3. When two rows in the truth table differ by only one input, they can be simplified into a single row when the output of the two rows is the same. To implement this, the tool first sorts each row of the truth table into two smaller truth tables by the output resulting from that row. Then it examines the rows in each table looking for the case where two rows differ by only one input value. When a pair of rows is found that satisfies this condition they are combined into one row with a “2” used as a placeholder value replacing the differing input. This “2” means that for a specific input, either a 0 or 1 is acceptable. For example, rows 1 and 3 (or 1b and 2b) indicate that the logic function should output 1 when inputs A, B, and C are 0, 0, 0, or 0, 1, 0. Since both rows output 1, and they only differ by their B input, then logically the output function should output 1 when inputs A and C are both 0. The resulting optimized row 4b represents this exact function as 0, 2, 0, 1. When applied fully to the truth table in Figure 4-2, it can be shown that in three iterations the entire eight-row truth table can be represented in four rows. This optimization is very similar to using the Karnaugh map method for simplifying Boolean algebra, except that the operations and output are represented in a truth table format.
1) Begin With Full Truth Table

2) Split Table, Begin Karnaugh Map Reduction

3) Reduction Finished, Combine Tables

4) Result: Karnaugh Map Reduced Table

Figure 4-2: An example of the Karnaugh map optimization.
Mapping the reduced truth table to a circuit implementation now requires a different algorithm as shown in Figure 4-3. Starting from the leftmost input, A, there are three possibilities for inputs in the truth table: 0, 1, and 2. The 0 and 1 cases can be implemented with PMOS and NMOS style relays respectively in a manner similar to the binary tree method described earlier. The 2 case can be implemented with a short. At each node of the tree there are now three possible connections instead of two, but not all three may be needed in every case due to the reduced nature of the truth table. With the A input all three options are needed and the Out node includes a connection to a PMOS and an NMOS relay as well as a short to other portions of the tree. Moving further right to inputs B and C the result of the tree constructed in this manner is shown. There are four possible connections to the right of the C input that can propagate to the output of the tree. These correspond with the four rows of the reduced truth table. The result is a tree that requires a total of seven relays to implement instead of the original 14 from the binary tree method.

![Diagram](image-url)

**Figure 4-3:** A relay mapping example of a reduced truth table.
4.3 The Node Sharing Optimization

After the truth table stage, the synthesis flow will convert the design into a relay based tree circuit. The structure of the tree will vary depending on whether or not the Karnaugh map optimization was used. If the design has multiple output bits, a tree circuit will be generated for each. The node sharing algorithm operates on these tree circuits to identify redundant sub-trees and prune them from the design. In other words, it identifies parts of the circuit where the same logic function is being generated by identical relay structures in multiple areas and condenses them into a single structure.

To illustrate this algorithm I will perform the optimization on the resulting binary tree from Chapter 3 as shown in Figure 4-4. It is clear to see that devices 4, 7, 11, and 14 all have very similar behavior. When input $C$ is 1, they all propagate the $Gnd$ signal connected to their source terminals to their drain terminals. They appear to have redundant behavior and it is possible to consolidate some of them into a single device. However, before I do this I must take a look at the nodes which their signals are being propagated to: nodes $W$, $X$, $Y$, and $Z$. The logic functions represented by these nodes are shown in the truth tables at the bottom of Figure 4-4. I can see that node $Z$ is different because device 13, which is also connected to node $Z$, has different behavior than devices 3, 6, and 10. Its source is connected to $Gnd$ and not $V_{DD}$. Therefore in performing this algorithm I must check for nodes that have the same functionality rather than devices that pass the same signal. By finding these nodes I am indentifying identical sub-trees. In this case, the device pair of 3 and 4 comprises an equivalent sub-tree as the pair of 6 and 7 as well as the pair of 10 and 11. These sub-trees can be consolidated into a single sub-
tree with output of node $W$. The device pair of 13 and 14 comprises a different sub-tree because of its different behavior and will not be consolidated in the same way.

Figure 4-4: An example of the node sharing optimization.

The condition for making this consolidation at a specific node is that for each device with its drain terminal connected to the node (each device connected to the right of the node), there is a matching device with identical gate, source, and body connections on the node to be consolidated. In the example, node $X$ can be consolidated with node $W$, because device 3 matches device 6 and device 4 matches device 7 in this manner. By
implementing this simple rule, the synthesis tool is able to recursively consolidate large sub-trees without having to internally store the truth table for each of the internal nodes in the circuit.

![Diagram of a node sharing optimized circuit for the S₀ bit of an adder.]

Figure 4-5: A node sharing optimized circuit for the S₀ bit of an adder.
Figure 4-6: A node sharing optimized circuit for the $S_1$ bit of an adder.

This node sharing optimization is especially useful for decreasing device count in multiple bit designs. For such designs, each output bit is implemented by its own separate tree. These bits often have similar behavior and may share many identical sub-trees. This optimization allows for the sharing of sub-trees across these separate trees.
Since redundant sub-trees must have devices with identical gate, source, and body connections, the synthesis tool orders the inputs to each tree in the same way so that sub-trees will have matching gate connections. Figures 4-5 and 4-6 show the result of this optimization on a 2-bit adder. Notice the order of inputs to the two trees is identical. Since this design is more complex than the one in Figure 4-4, larger sub-trees can be shared such as those connected to nodes R and S. Sharing sub-trees across multiple trees is also illustrated in this example such as those connected to nodes X and Y. From Equation 4.1, the device count for the full binary tree implementation of this design can be calculated to be 76 relays. By implementing this optimization on just a simple two output design, a reduction down to 32 relays is shown. Even more drastic device count reductions result from running this optimization on more complex designs which will be discussed in Chapter 5. The sharing of sub-trees across different output bits is crucial in reducing the device count for circuits with multiple output bits.

4.4 The 6-Terminal and Seesaw Optimization

In addition to the source, drain, gate, and body terminals of the standard relay, the 6-terminal variation has an additional source and drain pair as described in Chapter 2. This allows two independent standard relays with identical gate and body connections to be implemented in a single 6-terminal relay. The seesaw variation of the relay can also be used in a similar way to replace the functionality of two standard relays with the same gate connections but opposite body biasing. If specified by the user, the synthesis tool
can identify pairs of standard relays to be implemented as 6-terminal or seesaw relays, resulting in a design with all three types of relays.

**Figure 4-7:** An example of the 6-terminal and seesaw optimization.

Figure 4-7 shows this optimization performed on the circuit resulting from the node sharing algorithm in Figure 4-4. Devices 3 and 9 both have their gate terminals
connected to the signal C and their body terminals connected to \( V_{DD} \). Therefore instead of using two 4-terminal relays they can be consolidated into a single 6-terminal relay with its gate connected to C and its body connected to \( V_{DD} \). The source and drain connections of device 3 are mapped to one source and drain pair of the resulting 6-terminal relay while the source and drain connections of device 9 are mapped to other source-drain pair. Similarly, the device pairs of 4 and 10, 2 and 7, and 5 and 8 can also be consolidated in this manner as shown. At the third step in the figure, two 4-terminal relays which have the same gate connection but different body connections are left. Because of the differing body connections, they are not compatible with being consolidated into a 6-terminal relay, but are perfect for consolidation into a seesaw relay. Again the source and drain connections of the initial 4-terminal devices are mapped to the source-drain pairs of the resulting seesaw relay. The body connections of the initial 4-terminal devices must also be mapped along with their source-drain pairs. The result is a 50% reduction from 10 4-terminal relays to five total 6-terminal and seesaw relays.

The tree structures generated in the synthesis algorithm are well suited for this type of optimization because there are many relays with their gates tied to a common input. The body terminals of all relays are tied either to \( V_{DD} \) or \( Gnd \). This means that there are many pairs of relays that have the same gate and body connections and which can be implemented by a single 6-terminal or seesaw relay. In fact when using 6-terminal and seesaw relays in the design, for each input, there will only be a maximum of one standard relay that cannot be replaced by an alternate relay and this occurs when an odd number of standard relays are connected to that input. For complex designs moving
from a standard relay design to a 6-terminal and seesaw relay design results in close to a 50% reduction in device count. Since the 6-terminal relays have the exact same device footprint as the standard relays and the seesaws are very similar in area, this also translates into roughly a 50% reduction in area. The worst case scenario with the highest number of relays is characterized by the following equation where $D_{6-S}$ is the number of relays in the optimized 6-terminal and seesaw design, $D_4$ is the number of relays in the design before the optimization, and $N$ is the number of inputs:

$$D_{6-S} = \frac{(D_4 + N)}{2}$$  \hspace{1cm} (4.2)

Let us take the circuit from Figure 4-7 as an example. Before the 6-terminal and seesaw optimization, this circuit was implemented with 10 4-terminal relays. The circuit has three inputs. Therefore substituting 10 for $D_4$ and three for $N$ in Equation 4.2 yields $D_{6-S}$ of 6.5, which rounds up to 7. Therefore in the worst case scenario, a 10 relay circuit with three inputs will require 7 relays after the 6-terminal and seesaw optimization. In the example in Figure 4-7 only five relays were necessary. For more complex circuits the number of devices $D_4$ is much larger than $N$. Therefore $D_{6-S}$, the worst case implementation after the optimization, will be approximately half of $D_4$. 
CHAPTER V

Synthesized Circuit Results and Discussion

5.1 Synthesized and Custom Adder Circuits

Whether they are custom designed or synthesized, MEM relay circuits are generally organized in large complex gates where the total delay of the circuit is dominated by a few mechanical delays. Since both synthesized and custom approaches target one mechanical delay circuits, the more interesting metric to examine is the number of relays required to implement a particular design.

First let us examine the difference between custom designed and synthesized adders. A custom designed 32-bit relay adder has been shown using the standard ripple carry style [4]. It is made up of full adder cells that are implemented with 12 relays each and results in one mechanical delay for the entire add operation regardless of adder size. The full adder cell from this design is reproduced in Figure 5-1. Using this style of adder design, the number of relays required to design smaller adders that can be used in comparison with the synthesis tool can be determined. As shown in the figure, complementary inputs are required for the $C_{in}$ and $A$ inputs. Generating these complementary inputs is not trivial as in CMOS with a simple inverter. This is because adding in an inverter stage adds an additional mechanical delay to the circuit. Therefore
this type of adder would work best in a custom architecture that can supply these necessary inputs.

Figure 5-1: A custom relay implementation of a full adder cell for a ripple carry adder.

Like the circuits generated by the custom approach, the synthesized adders also require only one mechanical delay. Additionally these adders do not require complementary inputs and therefore are suitable for inclusion into a more generic architecture. The relay count of these adders is approximately twice that of the custom approach when only using 4-terminal relays. Examples of these adders are shown in Figures 4-5 and 4-6 from the previous chapter. However, after the optimization for 6-terminal and seesaw relays is performed, a 50% reduction in device count is achieved.
With this optimization the device count of the synthesized adders are very close to those of the custom adders.

Table 5-1 shows a summary of the device count of the various adders for varying numbers of input bits. Standard synthesis refers to synthesis with only 4-terminal relays. One thing to note is that the synthesized adders do not require complementary inputs whereas the custom adders do. The number of transistors required for a CMOS ripple carry adder based on the well known mirror adder cell [10] is shown as well for comparison.

**TABLE 5-1. DEVICE COUNT OF VARIOUS ADDER CIRCUITS**

<table>
<thead>
<tr>
<th>Circuit Type</th>
<th>Relay Synthesis</th>
<th>Relay Custom*</th>
<th>CMOS</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard 6T and SS</td>
<td></td>
<td></td>
<td>Input Output</td>
</tr>
<tr>
<td>2-Bit Adder</td>
<td>46 23</td>
<td>24</td>
<td>56</td>
<td>5 3</td>
</tr>
<tr>
<td>3-Bit Adder</td>
<td>72 36</td>
<td>36</td>
<td>84</td>
<td>7 4</td>
</tr>
<tr>
<td>4-Bit Adder</td>
<td>98 49</td>
<td>48</td>
<td>112</td>
<td>9 5</td>
</tr>
<tr>
<td>5-Bit Adder</td>
<td>124 62</td>
<td>60</td>
<td>140</td>
<td>11 6</td>
</tr>
<tr>
<td>6-Bit Adder</td>
<td>150 75</td>
<td>72</td>
<td>168</td>
<td>13 7</td>
</tr>
</tbody>
</table>

* Complementary inputs required for the custom adder.

5.2 **Miscellaneous Synthesized Circuits**

The 7400 series circuits represent important building blocks essential for building digital systems [11]. As shown in Table 5-2, four different circuits were synthesized including a 4-bit magnitude comparator, 4-bit ALU, 4-bit adder, and 4-bit carry-look-ahead generator. The number of devices required for these circuits was relatively modest with three of the four circuits requiring fewer devices than the 6-bit adder from Table 5-1. The 4-bit ALU, being the most complex of these circuits with the largest number of input
and output bits, required the largest number of relays to implement. A three stage implementation is shown in the table as the functionality of this block can naturally be broken down into this implementation. Transistor counts for CMOS implementations of the designs are included as well for comparison purposes.

**Table 5-2. Device Count of 7400 Series Circuits**

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Relay Synthesis</th>
<th>CMOS</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synthesis</td>
<td>$6T$ and SS</td>
<td>Input</td>
</tr>
<tr>
<td>Circuit 74L85</td>
<td>130</td>
<td>65</td>
<td>144</td>
</tr>
<tr>
<td>Circuit 74181</td>
<td>295*</td>
<td>148*</td>
<td>260</td>
</tr>
<tr>
<td>Circuit 74283</td>
<td>98</td>
<td>49</td>
<td>112</td>
</tr>
<tr>
<td>Circuit 74182</td>
<td>88</td>
<td>44</td>
<td>64</td>
</tr>
</tbody>
</table>

*Results for a 3-stage implementation.

**Table 5-3. Device Count of Miscellaneous Circuits**

<table>
<thead>
<tr>
<th>Circuit Type</th>
<th>Relay Synthesis</th>
<th>CMOS</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synthesis</td>
<td>$6T$ and SS</td>
<td>Input</td>
</tr>
<tr>
<td>4x4 Multiplier</td>
<td>384</td>
<td>192</td>
<td>384</td>
</tr>
<tr>
<td>7:3 Compressor</td>
<td>98</td>
<td>49</td>
<td>112</td>
</tr>
<tr>
<td>Instruction Decode</td>
<td>394</td>
<td>197</td>
<td>448</td>
</tr>
</tbody>
</table>

Table 5-3 shows the synthesis results for a few other circuits that are commonly used in digital systems. The instruction decode block is of special interest as it demonstrates another important role of the synthesis tool: synthesizing random logic. In digital systems, in addition to the many common parts that have been widely studied and optimized such as adders or ALU components, there are also irregular “glue-logic” circuits that allow these components to function properly together. When these circuits become a significant portion of the overall system design, optimizing them can be a tedious task for a custom design. The instruction decode circuit is an example of one of
these circuits where optimized relay based topologies have not been developed. The synthesis tool provides a low-effort approach to generating optimized circuits that fall into this category.

The synthesis tool is not as powerful as commercialized CMOS style tools and currently can only synthesize small designs due to runtime constraints as will be discussed in Section 5.4. However, these circuits show that the synthesis tool can be used to generate the basic functional blocks needed to build more complex digital systems using very few devices, while meeting mechanical delay constraints.

### 5.3 Factors Influencing Device Count

The number of relays required to implement a design is dependent on the interplay between the circuit function and the number of input and output bits. As described in the synthesis flow in Chapter 4, each output bit is first individually constructed into its own reduced relay tree. Then common sub-trees between each of the output bits are shared among these separate trees. Therefore each synthesized design can be thought of as a collection of trees circuits, one for each output bit, with shared sub-trees.

In its unreduced form, each tree has a device count that scales with the numbers of inputs as described in Equation 4.1. Therefore one big factor determining the number of devices in the entire design is how many input bits are needed to fully characterize each output bit. Additionally, the tree can be reduced more significantly if it has a simple function which results in many rows in the truth table having the same output. This
would result in a simpler reduced structure and would also increase the number of shared sub-trees. Therefore a second big factor in determining the device count is complexity of the function of each output bit. Finally, sub-tree sharing between trees of different output bits is most effective when the output bits have similar functions because this would result in more redundant sub-trees between separate trees. Thus the third main factor in affecting the device count is how similar the functions of each output bit are. In summary the factors influencing the device count of a design are:

1) The number of input bits needed to fully characterize each output bit.
2) The complexity of the function of each output bit.
3) The similarity between functions of each output bit.

Let us examine the 6-bit adder and the 4x4 multiplier to illustrate this point. The multiplier has fewer input bits and only one more output bit than the adder, but requires more than twice as many relays to synthesize. For the five most significant bits of the multiplier, each requires all of the input bits to characterize. This is only true for the two most significant bits of the adder. Also the adder circuit has a relatively simpler function that is similar between each output bit. However, each multiplier output bit is a complex function that must be uniquely generated from the input bits and thus relatively fewer sub-trees can be shared. Therefore the number of input and output bits help to serve as reference point on how many relays are needed for a design, but as illustrated in this example, the function of each circuit is also very important.
5.4 Discussion of Synthesis Run Time

A summary of the run time of each synthesized circuit is shown in Table 5-4. Like the device count, the run time is correlated to the number of input and output bits in the design. Unlike for the device count however, the function of each circuit, whether simple or complex, has relatively little effect. Specifically, the most important factor determining the run time is the number of input bits needed to fully characterize each output bit. This is because the number of input bits determines the size of the truth table and tree for each output bit. This creates the base number of nodes and devices that must be parsed through by the various optimizations algorithms. The number of output bits determines how many of these trees must be constructed. Building these large structures and running optimizations on them contributes significantly to the run time. From this

<table>
<thead>
<tr>
<th>Circuit Type</th>
<th>Run Time</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Input</td>
</tr>
<tr>
<td>2-Bit Adder</td>
<td>&lt; 5 minutes</td>
<td>5</td>
</tr>
<tr>
<td>3-Bit Adder</td>
<td>&lt; 5 minutes</td>
<td>7</td>
</tr>
<tr>
<td>5-Bit Adder</td>
<td>20 minutes</td>
<td>11</td>
</tr>
<tr>
<td>6-Bit Adder</td>
<td>&gt; 1 hour</td>
<td>13</td>
</tr>
<tr>
<td>Circuit 74L85</td>
<td>&lt; 5 minutes</td>
<td>11</td>
</tr>
<tr>
<td>Circuit 74181</td>
<td>&gt; 1 hour</td>
<td>14</td>
</tr>
<tr>
<td>Circuit 74283</td>
<td>&lt; 5 minutes</td>
<td>9</td>
</tr>
<tr>
<td>Circuit 74182</td>
<td>&lt; 5 minutes</td>
<td>9</td>
</tr>
<tr>
<td>4x4 Multiplier</td>
<td>&lt; 5 minutes</td>
<td>8</td>
</tr>
<tr>
<td>7:3 Compressor</td>
<td>&lt; 5 minutes</td>
<td>7</td>
</tr>
<tr>
<td>Instruction Decode</td>
<td>&gt; 1 hour</td>
<td>16</td>
</tr>
</tbody>
</table>
discussion it is shown that the number of output bits has a linear effect on the run time
while the number of input bits has an exponential effect as described in Equation 4.1. A
further illustration of this exponential effect is shown in Figure 5-2, which plots the time
required to synthesize an adder circuit as a function of the number of bits in the adder.
This ignores all complexity factors and focuses on the relationship between input bits,
output bits, and synthesis time. The exponential relationship between the input bits and
the synthesis time dominates as illustrated.

![Graph showing synthesis time vs. number of bits]

**Figure 5-2: Plot of synthesis time as a function of adder size.**

Currently run time considerations set the limitations on the size of synthesized
circuits although, theoretically, any sized circuits can currently be synthesized. As
shown, circuits with fewer than 10 inputs tend to synthesize in less than five minutes.
Circuits with up to about 15 inputs can be synthesized in a moderate amount of a time
greater than one hour.
5.5 Building Large Circuits

Because of the current limit on the size of synthesized circuits, larger circuits can be hierarchically constructed from smaller sub-blocks. For example, a 16x16 multiplier would require 32 inputs and would thus be too complex for the tool to synthesize. However, compressor blocks, such as the 7:3 compressor from Table 5-4, can be synthesized. Larger compressor blocks can be created as well, such as a 15:4 compressor or logic blocks representing a combination of compressor and adder functions. These can then be manually connected by the circuit designer to create the 16x16 multiplier. When the output of one block feeds into the input of another, a mechanical delay is introduced. Therefore the designer should take care to minimize this cascading behavior and maximize the instances of logic operating in parallel. This process does require some engineering effort, but since large logic blocks can be abstracted away, this effort is significantly less than a fully custom approach.
CHAPTER VI

Conclusion

6.1 Concluding Remarks

As MEM relay technology matures and continues to move toward scaled VLSI designs, the design effort required by custom designers will become increasingly heavy presenting an obstacle towards this end. The synthesis algorithm presents a logical step towards this goal by automating the design process and integrating seamlessly with automated place and route. Through an optimized and systematic approach, the synthesis tool has demonstrated circuits with the same performance as custom designs and comparable area. Additionally it has demonstrated performance and area optimized relay circuits for functions that have not been custom designed but which are important building blocks for VLSI systems. The synthesis tool also provides a method for easily incorporating the less conventional 6-terminal and seesaw relay variations in order to achieve an additional 50% area reduction.

6.2 Summary of Research Contributions

Below is a list of the major research contributions described in this thesis.

- Developed a general method for implementing arbitrary logic functions with MEM relays.
• Developed a systematic truth table simplification process along with a method to map to relay circuits in the Karnaugh map optimization.

• Developed a method for identifying identical sub-trees and sharing them throughout the design in the node sharing optimization.

• Developed a systematic approach to incorporating 6-terminal and seesaw relay variations into an existing 4-terminal relay circuit.

• Created a synthesis tool using these optimizations to automate the design of low delay circuits with low device counts.

• Demonstrated a variety of build block circuits necessary for large-scale integration.

• Discussed factors influencing device count and synthesis time.

6.3 Future Work

Potential future work in this field could involve extending the synthesis functionality to larger circuits. One possibility would be to automate the hierarchical design of these complex circuits using the resulting circuits from this tool as black boxes while minimizing overall delay. Another possibility would be to develop additional algorithms to enhance the current approach so that it can handle more complex circuits with lower device counts.
APPENDIX

Synthesis Tool Details

A working version of the synthesis tool has been implemented in Matlab. For the reader’s reference, instructions on downloading and setting up the synthesis tool can be found at the following website:
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